
Science example

DL_POLY_3: science on a grand scale via 
massively parallelised molecular dynamics 
simulations

Figure 1: Damage in TiO2 

(left) and SiO2 (right) after 
15 ps from a 50 keV recoil.
The simulated system size is 
2.5 million particles. 

Each simulation was carried 
out on 256 CPUs of HPCx 
running for 90 minutes.



Table 1. The model systems simulated using DL_POLY_3.04.
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Figure 2. DL_POLY_3 speed gain plotted as a function 
of processor count. The green dotted line indicates the 
parallelisation limit also called perfect or embarrassing 
parallelisation. The red line indicates the standard for a 

good parallelisation, speed gain = 1.75 log2(CPU count).
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Task farming on HPCx 

Left: A classical task farm with a 
separate controller process.

Above: a task farm comprising only 
workers accessing a shared counter.
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